T B O I YRIE~D AR AL Stable Diffusion O &
VAE 5V v 7 — )L DBA%E
F124612 Zheng Zhelin
7K HAFZE =
1. HH
AR, DAl IS ED 978 ) R R A RZAN LT 28RS IRV, A TR0 Akl SR E L
FNTWD. Lo, GBS TITZ s &AERRI P ERL, R R SMOFBABEDIRINLIIT —
o3 IR TEIRWN e 7elZe v, TRIESEE 2BV T, CNNZRE O £ 7 )VICR i T — 203 5%
LD E, T VTV X LMILZEIRDO T AV DR AT T80, fERINDEIRDO T2 D
FEENEIDN AN D I R D LW 3D, ZDT=0, % OET SV EIRD AT TV 2% Ek
DOHTAVEUTRGFEL TLEI AIREMEN R £5. AR TIL, KRS ORAEHE DR TEM B A X 5L
L, RPTEECAFE T DR O A RS Al e L 7> T2 £ R ATFE T /L Stable DiffusionZ hits L TR BaA & £4
FESBOTLEER1T -7, 77, (RFEHIERRAID—>THY, Stable DiffusiontZt P <41 TV S Variational
Autoencoder (VAE) ZAEEE -« fiff7 - S B CEXAHVAEET V7Y — L& BFE LT-. &51Z, Stable Diffusion&VAE
TSN Eg 2 D2 & TR G I CNNE T L OIALIERED 1] FA I T- D T 1 5.
2. ERFE
X G O JT S O H A X132590 X 1942871V Cdh-7273, Stable Diffusion TILNERALEE _EDOHIFIICX
0, SOIEE DB A XD IR N ATREL 2> TG, ZDT=D, kG LA B BHA S (Target area)% 25 H #i
FHEFETEL, ZOMERNE £4151288 X 12887 /L (Cropping area)z 4 VT /LEENSEIVEY, ZO%4
FEIR COBGILIEZRIT 72, WIZ, BB R0 T, EEMERSERTT VORI EE THD
VAEIZH H L7z, KingmabZE» CTIESNTZVAEE T /UL, BAEZERINDT — X2 B - AR CEDH A
Db, BERR, Fgdhit, 7 — 2 ERER SISO B TR S TS, — 5 C, VAEOINERF R WS, FF
\ZKLDE R EMSEFR DN T AT HETHY, RRAVRERAEIIR S T3, RIFFETClEL, MATLAB
FTVAEET %A% L, KLDIKEMSEHRRZNZ U TS EBRE AN ISR CE A 8012 LT-.
VAEIZ = a—Z BT a—F DRy T —I NS NDTD, ZIH2 DD Ry NI — I %35 4
TERHDH. HEROFEETIE, KLDIKREMSEH KOs 2R L Ty a—F il T a— 2 iz a1z
FEIETCNE, LNLRND, ZOHE, Ta—F NI Sz 2 AR L CTLEI L) 7 Posterior Collapse®
BRERET 25, ZNH2ODEEZINKEIE TV ZENREE R A ICE T AN o7, ZORREIC
FLUT, AT, HUTRTIDOAEEL, E2, X ODEMSLITHWT, ma—8, moa—xE, &
O T a—X GO FE A RERE /ST A—F T VTN R H T2 EERE L. ARENIKLDIE KD &%,
F72, ABLE2EDIIMSEH KO A% FWTH B I E L TV,
3. HEFRLEBE
FEERTHWZA YTV, Stable Diffusion CHABELS V-, ZNH2-DDMWIE D755 Hg D H %X
TR AMEOA L DA TR FEINTZER 3 13 A VT VRS ST 5HI THY, AR TR E -3
OIS G LR DB 43 % G o H AR AL PR Bk
Thb. -, VT IVEHG IRV EEE DL

S e O G B ae SR (0 o R I N ([ ([
STV —BROERREM AL TS, ZOFE | o ‘ SN
R, Stable Diffusion ClkEi R ESN==Y I e ‘
7 ORI Wi E S CE DT LA RS AL .

E77, KBITIZ#E LIZVAEEF L& VT e | -

PRaEL 7o i O 7. (@IEFIIC LT . . . .
. Fig. 1 Three gradients for updating learnable weight
WA DAV T IVIBEHE DR D1 THS. parameters in encoder and decoder networks of VAE.



(DIEPER D EE TR L 7= VAEE

TIVINSAE RSN BB THY, (c)

AR TR LI Tl r-ns
T=VAEE 7 /L5 B &S T 4 451 iTarget
ThbD. B LIZVAEETT 7%f->T 1 area

AL L2 AR T B e A 0B 28 Gginalimage (1288+1288) Augmented image (1288x1288) Subtracted image (1288<1288)
HE, PERIETIIMSERE L EKLDHE 2% Fig. 2 Example of subtraction between original image and

A I R s e e augmented image by Stable Diffusion.
IREE TV 728, [KLD#E KA H
FEETIOR TETOMSER AN E
TEREL, RSN DEG DY T LK
PMEV ], TMSETR 2 B ARE R TIX
R TETHOKLDIA KAV NS §&
CPosterior Collapse iZMNIEAEL T
LF 1 W7D o T, Fig. 3 Examples of (a) original image (a), (b) generated image by
— )7 BRFETIIKLDIE L conventional VAE, and (c) generated image by proposed VAE.
MSEFERZMSZIZHIE 2528 T, 20D KE R B E TIOR3 flaEL e o7, ZDRER,
3(c)0>cl:5 Z, BERFIETIBLIZVAEE T /WL T — & LRIC KO 22 K M D RS R H 220305, %Jllr'f%‘f—&
& FNRWHT e B 2 E R TE TODIENHERRS Iz, RIS, AV TVl L3 R~ TR ALY
/l/fotkﬁ’éihéﬁkf’é“(b\é EOBIZES T, Tz, Stable lefusmnt\/AE%m%m%ﬂﬂu\fiﬁké@f_ﬁ{%
ZCNNE T VORI HNDZET, W5 DCNNET L D5 iE**V%EAZ%T%%) LHHERESNT-. &b,

TRETIETIIFHLIZVAEE T U OWTIE, ATEEREH BB O ZES ) DE U ) B Ao 7 25T
FEEL 5L T, Burp LR E I B HBAICH#EH CEA LA RENT-.
FoREK

1) #8, 7 H, Stable Diffusion Z A zEHEHEHRIZID TEEAMELO KA CNNE 7 L OMEREL#, H31EA TV =0
VAT LV ART T FAN2023 GG SCEE, Th-A3-3(1-3), JUNKFHEARG R, 2023.

2) 88, KH, "R, L, TEMBIO KGR CNNET L OMERESFE D=8 DStable Diffusion® )it J, 4530/ Hifg & o
LI IRT T AN(SSI2024), 1S1-12, 5 pages, 2024.

3) Z. Zhelin, N. Fusaomi, K. Hirohisa, W. Keigo, and K. H. Maki, Variational Autoencoder Modeler for Systematically Analyzing
Training Process, Procs. of 2024 63rd Annual Conference of the Society of Instrument and Control Engineers of Japan (SICE),
pp. 748-751, 2024.

4) Z. Zhelin, N. Fusaomi, O. Akimasa, K. Hirohisa, W. Keigo, K. H. Maki and S. A. G. Ahmad, Application of Variational
Autoencoder Modeler for Systematically Analyzing Training Process -Its Application to Image Generation and Anomaly
Detection—, Procs. of The 30th International Symposium on Artificial Life and Robotics (AROB 30th 2025), pp. 1123-1128, 2025.
5) Z. Zhelin, N. Fusaomi, T. Hisami, N. Hitoshi, K. Hirohisa, O. Akimasa, I. Takeshi, W. Keigo, K. H. Maki, S. A. G. Ahmad,
Modeling Support System of Variational Autoencoder for Image Augmentation and Anomaly Detection, Procs. of 18th International
Congress on Advanced Applied Informatics, pp. 1-7, July 13-19, 2025.

6) Z. Zhelin, N. Fusaomi, O. Akimasa, K. Hirohisa, W. Keigo, K. H. Maki and S. A. G. Ahmad, Systematic Evaluation of
Variational Autoencoder Training Process with Independent Control of Encoder and Decoder, FProcs. of The 31st International
Symposium on Artificial Life and Robotics (AROB 31st 2026), 6 pages, 2026.

Abstract

In manufacturing environments where it is difficult to obtain real defect samples due to low occurrence
frequency, the resulting severe data imbalance often causes deep learning models to overlook minority classes and
misclassify them as majority ones. To address this issue, in this study, we focused on industrial materials in which
defective samples occur only infrequently, and we employed Stable Diffusion—a generative Al model capable of
synthesizing localized defects—to augment images containing such realistic defects. We also constructed,
analyzed, and improved a Variational Autoencoder (VAE) using our developed VAE modeler, which is one of the
powerful deep learning models for generative Al and is incorporated in Stable Diffusion. Furthermore, using
images generated by both Stable Diffusion and a VAE model, we evaluated and confirmed the enhancement of the
generalization performance of a convolutional neural network (CNN) model designed for defect detection.



